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Abstract

Open-set object detectors, such as Grounding DINO,
have exhibited impressive zero-shot detection performance
on common benchmarks like COCO and LVIS. However,
they often encounter challenges when detecting objects in
specialized domains which are not well-represented in their
millions of training data, such as medical and aerial im-
agery.

The Foundational Few Shot Object Detection Challenge
v2 focuses on the adaptation of pre-trained object detec-
tors to specific target domains using only a small number
of examples per class (specifically 10-shot in this context).
This report provides a concise overview of our approach to
addressing the aforementioned challenge, highlighting our
methodology and strategies employed.

1. Foundation Model
1.1. Model Description

We use Nebula-CV as our foundational model. As
Nebula-CV is an unpublished open-set object detection
model, we provide only a succinct overview of its key at-
tributes here. We present the overall model architecture of
Nebula-CV in Figure 1.

Nebula-CV is built on the DINO [9] architecture. It
achieves open-set object detection by fusing the text modal-
ity into the model. The fusion of both modalities is facili-
tated by carefully designed attention modules. Nebula-CV
leverages Swin-B [4] as its visual backbone and BERT [1]
as the text encoder.

1.2. Pre-training and Pre-training Data

Nebula-CV follows a two-stage pre-training paradigm.
In the first stage, Nebula-CV undergoes pre-training on
around 5M carefully curated and refined web-scale data. In
the second stage, the model is further fine-tuned on around
IM high-quality grounding data distilled from Qwen2.5-
VL [8].

2. Few-shot Domain Adaptation

For this challenge, our work on few-shot domain adap-
tation can be categorized into four main components:
text prompt optimization, data augmentation optimization,
pseudo-label optimization, and inference resolution opti-
mization.

2.1. Text Prompt Optimization

A subset of Roboflow-VL [7] is used in this challenge.
However, upon careful investigation, the provided category
names are often vague, lack distinguishing features, and
misalign with the pre-training data.

To address this issue, We leverage Qwen2.5-VL [8] for
the generation of category descriptions for each dataset, em-
ploying a two-stage methodology:

stage 1: Given images from a dataset, Qwen2.5-VL is
tasked with producing concise descriptions of the informa-
tion present in the dataset images.

stage 2: For each dataset, Qwen2.5-VL is prompted to
generate descriptive category names for each class. An ex-
ample prompt could be:

”You are assisting in improving object detection by gen-
erating optimal category terms in the context of [descrip-
tions generated in stage 1]. Given an image with a red
bounding box and an initial category description [original
class description], your task is to produce five enhanced
short category terms.”

Subsequently, we randomly combine the text prompts
generated in Stage 2 to derive the optimal text descriptions
for each class.

2.2. Data Augmentation Optimization

Our experiments highlight the pivotal role of data aug-
mentation in few-shot object detection. These techniques
not only enhance sample diversity but also simulate domain
shifts effectively. Through our experimentation, we have
found that combinations of RandomFlip, RandomResize,
RandomCrop, YOLOXHSVRandomAug, and Copy-Paste
consistently yield satisfactory results. While we have also
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Figure 1. The overall model architecture of Nebula-CV.

explored other methods such as CachedMixUp, they did not
yield significant benefits in the few-shot setting.

2.3. Pseudo-label Optimization

The Foundational Few-Shot Object Detection Challenge
v2 provides only 10-shot examples per class as raw training
data, resulting in sparse annotations. To mitigate this, we
adopt a pseudo-labeling pipeline: (1) train initial models on
the raw data, (2) infer labels for training instances, (3) apply
rigorous post-processing steps to refine pseudo-labels, and
(4) retrain models on the augmented dataset to further boost
performance.

2.4. Inference Resolution Optimization

While models like Grounding DINO [3] and Ground-
ing DINO 1.5 [6] typically utilize an inference resolution
of 800*1333, a fixed resolution may not be optimal for all
downstream datasets. To tackle this challenge, we deter-
mine the most suitable inference resolution based on the
training data resolutions for each dataset. Our research indi-
cates that this optimization technique enhances model per-
formance.

2.5. Other Details

We also experimented with additional techniques proven
effective in previous work, including federated fine-tuning
[5] and LLM-based post-processing [2]. However, our re-
sults indicate that these methods did not produce measur-
able improvements for our model.

3. Conclusion

This report succinctly outlines our approach to the Foun-
dational Few-Shot Object Detection Challenge v2. We ini-

tially introduce the foundational model alongside its pre-
training strategy. Subsequently, we detail our methodolo-
gies tailored to this challenge, focusing on few-shot domain
adaptation.
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